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Abstract 

Association rule mining is a popular data mining technique used for knowledge discovery from the real world 

datasets. Due to the progress in science and technology, data is generating with more complexity. Finding 

significant association rules from the complex data using domain dependent traditional techniques often creates 

different types of hazards to the users. In this connection, researchers have introduced automated techniques 

for significant association rules. This paper presents a literature review on the automated techniques for 

significant association rules introduced during the last two decades. This review process focuses on the 

necessity and role of automated techniques for significant association rules along with their technological 

backgrounds. Furthermore, we have compared the efficiency of the automated techniques over the traditional 

techniques. In addition, this review work identifies the limitations of the automated techniques and recommends 

future research directions to mitigate the limitations. 
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I. Introduction 

Association rule mining [1, 2, 3, 4] is considered as one of the important data mining techniques [5] for 

knowledge discovery [6]. Technically, association rules are generated from the interesting patterns [7, 8]. 

However, selection of interesting patterns depends on the specified minimum support (minsup) threshold. The 

same itemset may be frequent or rare depending on the specified minsup. Henceforth, proper specification of 

minsup is necessary for mining quality itemsets from the database. Most of the traditional approaches require 

domain knowledge for specification of the threshold parameters. In reality, databases are available without any 

domain knowledge. The scenario creates barriers in discovering significant association rules. In this connection, 

researchers have introduced a number of automated techniques for significant association rules to overcome the 

barriers discussed above. We have reviewed the automated techniques for significant association rules 

introduced in the literature during the last two decades since 2001 to 2021. This review work first identifies the 

automated techniques for significant association rules and thereafter, categorizes them. We have also discussed 

the roles, technological backgrounds and limitations of the automated techniques in this paper. This review 

work also presents a comparative study among the automated techniques. In addition, efficiency of the recent 

automated techniques are compared with the traditional techniques based on real-life dataset. 

The rest of the paper is organized as follows. Section II presents the background for quality association 

rules. Section III presents the scope of automated techniques. Section IV describes the major automated 

techniques. Section V presents the taxonomy of the automated techniques. Section VI presents a comparative 

study among the automated techniques. Finally, section VII presents conclusion and future research direction. 

 

II. Background 

Association rule mining (ARM) consists of two consecutive sub-processes such as interesting pattern 

mining [7, 8] and rule generation [1]. Support-confidence [1] is a popular framework used for ARM. Let, TDB 

is a transactional database consists of a finite set of items called I. In addition, it also contains a finite set of 

transactions called T where each transaction is a proper subset of I. A k-itemset is a union of k number of 

distinct items. Support is an objective interestingness measure that states the probability of occurrence of the 

itemsets. For example, if X is an itemset, then support (sup) of X is 𝑃(𝑋) where P stands for the probability 

function. For generating interesting patterns (itemsets), a support threshold (minsup) is fixed up. The itemsets 

with support greater than or equal to the minsup is called frequent itemsets. From the set of frequent itemsets, 

association rules are generated. Another objective interestingness measure called confidence is used for the 
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assessment of the interestingness of the rules. Confidence (conf) expresses the conditional probability between 

the two itemsets such as 𝑃(𝑌|𝑋). An association rule is a mathematical implication and is expressed in the form 

of ‘if-then’ relationship. For example, if X and Y are two frequent itemsets, then 𝑋 → 𝑌 is an association rule 

provided that 𝑋 ∩ 𝑌 = 𝛷, 𝑠𝑢𝑝(𝑋, 𝑌) ≥ 𝑚𝑖𝑛𝑠𝑢𝑝 and 𝑐𝑜𝑛𝑓(𝑋 → 𝑌) ≥ 𝑚𝑖𝑛𝑐𝑜𝑛𝑓. 

 

III. Scope of Automated Techniques 

This section lists the scope of automated techniques. 

(i) Automated specification of support threshold 

(ii) Automated specification of MIS threshold for rare itemset mining 

(iii) Automated specification of weight for weighted association rule mining 

(iv) Automated rule discovery 

 

Major Automated Technique 

The list of existing approaches with the automated techniques is shown in Table 1. 

 

Taxonomy of the Automated Techniques 

Figure 1 presents the detailed taxonomical structure of the automated techniques. 

Comparative Study among the Automated Approaches 

Table 2 and Table 3 show the comparative results of the automated approaches with respect to weight 

automation and threshold automation respectively. 

 

IV. Conclusion and Future Research Direction 

This research provides a review study of automated techniques for significant association rules. A 

taxonomy of the automated techniques is presented in this paper. We have reviewed the mining techniques and 

policies of the automated approaches and thereafter, present a comparative study among the automated 

techniques. In addition, experimental studies are also presented to show the efficiency of the automated 

approaches. During the last two decades, a number of automated techniques have been introduced in the 

literature. These techniques are suitable for specific purposes. Unification of the automated techniques is the 

future research direction. 

 
Year Approach Technique is based on Role 

2006 CLS_Apriori [9] CLS Automated specification of support 

threshold 

 
2006 

 
Alatas et al. [10] 

 
GA 

Automated discovery of positive and 
negative association rules 

2008 Sun et al. [11] Hub and Authority Automated weight assignment to the 

items 

2009 Automated_Apriori [12] CLS and Cumulative support Automated specification of support 
threshold 

 

2010 

 

Koh et al. [13] 

 

Item valency and PCA 

Automated weight specification to the 

items and rule pruning 

 
2011 

Automated_Apriori_Rare [14] Average support and Median support Level wise automated specification of 
support threshold 

2012 WeightTransmitter [15] Propagation of landmark weights Automated weight assignment to the 

items 

 
2013 

 
Pears et al. [16] 

 
Graph based connectivity 

Automated weight specification to the 
items and rule pruning 

2015 XWeightTransmitter [17] Propagation of landmark weights Automated weight assignment to the 

items 

2016 EARAC [18] L-Matrix and Cogency Automated specification of thresholds. 

2017 Can et al. [19] GSA Automated discovery of association rules 

2020 AutoMMS-FPM [20] Item influence and statistical measures Automated specification of MIS to the 

items 

2021 LWARM [21] Inter-item link Automated weight assignment to the 
items 

Table 1: Approaches with Automated Techniques 
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Fig. 1. Taxonomy of the automated techniques for association rules 

 

Approach Fully 

automated 

Mining without any 

threshold 

Accounts indirect 

connectivity 

Weight 

inference 

LWARM [21] √ × √ × 

Sun et al. [11] √ × × × 

Koh et al. [13] √ √ × × 

Pears et al. [16] √ √ √ × 

WeightTransmitter [15] × × × √ 

XWeightTransmitter [17] × × × √ 

 

Table 2: Comparative study among the automated approaches with respect to weight automation 

Based on 

 
GA 

w-sup & LWARM Can 

et al. 

Alatas et al. 

w-conf 

Graph based 

connectivity 

Extended 

valency & PCA 

Valency 

with PCA 

XWeightTransmitter 

Cogency 

WeightTransmitter 

CLS 

AutoMMS-FPM 

Based on 

 
Gravity 

Based on 

influence & 

statistics 

Weight 

propagation 

Based on 

Link 

Based on 

Valency 

Based on 

Hub & 

Authority 

Semi-automation Full-automation Semi-automation Full-automation 

Threshold automation Weight automation 

Automated techniques for rule-based 

knowledge discovery 
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Approach Fully automated minsup/ minconf 

automation 

MIS 

automation 

Avoids thresholds 

CLS_Apriori [9] × √ × × 

Alatas et al. [10] √ × × √ 

Automated_Apriori [12] × √ × × 

Automated_Apriori_Rare 

[14] 

 

× 
 

√ 
 

× 
 

× 

EARAC [18] × √ × × 

GSA [19] √ × × √ 

AutoMMS-FPM [20] √ × √ × 

 

Table 3: Comparative study among the automated approaches under threshold automation 
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